
 

1

 

 

Using Automated, High-Precision Repicking to Improve Delineation 

of Microseismic Structures at the Soultz Geothermal Reservoir

 

C.A. Rowe*

 

1

 

, R.C. Aster

 

1

 

, W.S. Phillips

 

2

 

, R.H.Jones

 

3

 

, B.Borchers

 

4

 

 and M.C. Fehler

 

2

 

Submitted 20 October, 2000
Revised 1 February, 2001

 

1

 

 Department of Earth & Environmental Science, New Mexico Tech, Socorro, NM 87801, U.S.A.

 

2

 

 EES-4, MS D443, Los Alamos National Laboratory, Los Alamos, NM 87545, U.S.A.

 

3

 

 ABB Offshore Systems Ltd., Rosemanowes, Penryn, Cornwall T10 9DU, United Kingdom.

 

4

 

 Department of Mathematics, New Mexico Tech, Socorro, NM 87801, U.S.A.

* Corresponding Author C.A. Rowe
   now at Department of Geology and Geophysics, University of Wisconsin,1215 W. Dayton St. 

Madison, WI 53706
   char@geology.wisc.edu
   FAX: (608) 262-0693

 

keywords

 

: cross-correlation, phase repicking, automatic algorithm, precise relocation, 
microearthquakes



 

2

 

ABSTRACT

An automatic, adaptive, correlation-based algorithm for adjusting phase picks in large

digital seismic data sets provides significant improvement in resolution of microseismic struc-

tures using only a small fraction of the time and manpower which would be required to re-analyze

waveforms manually or semi-automatically. We apply this technique to induced seismicity at the

Soultz-sous-Forets geothermal site, France. The method is first applied to a small, previously

manually repicked subset of the catalogue so that we may compare our results to those obtained

from painstaking visual cross-correlation-based techniques. Relative centroid-adjusted hypo-

centers show a decrease in median mislocation from 31 m to 7 m for preliminary and automati-

cally adjusted picks, respectively, compared to the manual results. Narrow, intersecting joint

features not observed in the preliminary hypocenter cloud, but revealed through manual repick-

ing, were also recovered using the automatic method. We then addressed a larger catalogue of

~7000 microearthquakes. After relocating the events using automatic repicks, the percentage of

events clustering within 5 m of their nearest neighbor increases from 5% to 26% of the catalogue.

Hypocenter relocations delineate narrow, linear features previously obscured within the seismic

cloud, interpreted as faults or fractures which may correspond to fluid propagation paths, or to

changes in stress as a result of elevated pore pressures. RMS travel-time residuals for the larger

dataset were reduced by only 0.2%; however, phase pick biases in the preliminary catalogue have

influenced both the velocity model and station correction calculations, which will affect location

residuals. These pick biases are apparent on the adjusted, stacked waveforms and correcting them

will be important prior to future velocity model refinements. 

 

^
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INTRODUCTION

The Soultz-sous-Forets geothermal field is located in the Alsace region of eastern France,

on the western edge of the Rhine Graben (Figure 1), about 50 km north of Strasbourg (Baria et al.,

1999). It is situated within the former Pechelbron oil field, in an area of high subsurface tempera-

ture gradients (Baria et al., 1999). The target geothermal reservoir resides within granitic rock

between 2 to 4 km depth (Baria et al., 1999). This granite has been studied in detail using high-

resolution borehole imaging and has been found to host two distinct populations of hydrother-

mally sealed fractures, striking N20

 

o

 

E and N30

 

o

 

W, respectively (Genter and Traineau, 1996).

Stress estimates at Soultz indicate that the maximum horizontal stress within the reservoir is ori-

ented roughly N10

 

o

 

W (Jung, 1991; Cornet and Jones, 1994); hence many observed fractures

strike sub-parallel to the maximum horizontal stress and are favorably oriented for hydraulic stim-

ulation of the reservoir (Baria et al., 1999). Hydrofracturing at the reservoir in September and

October, 1993 resulted in over 16,000 microearthquakes, recorded at three deep, down-hole multi-

component seismometers and one down-hole hydrophone (Figure 2). Numerous studies have been

undertaken using Soultz microearthquakes to estimate growth of the newly fractured portion of

the rockmass (Jones et al., 1995), fracture orientations (e.g., Gaucher et al., 1998) or flowpaths

(e.g., Phillips, 2000; Starzec et al., 2000).

Interpretation of seismogenic features depends critically upon the accuracy and interpret-

ability of the source regions illuminated by the estimated hypocenters. In typical microearthquake

studies at a local or regional scale, hypocenter mislocations of up to several kilometers may be

tolerated, when only the identification of general seismic source regions and trends (and associ-

ated possible macroseismic effects) are the primary concern. Significant improvement in event

locations for local and regional networks has been demonstrated through improved velocity mod-

^
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elling via joint hypocenter determination (JHD) (e.g., Pujol, 1992) or local three-dimensional

tomography (e.g., Kissling, 1988; Block, 1991; Block et al., 1994).

Earthquake location accuracy, however, depends not only upon the characterization of the

seismic velocity structure through which seismic body waves have travelled, but also upon the

ability to estimate accurately the arrival times of those waves. The most common human or com-

puter picking approach is done one event at a time, for many recording stations. Slight to moder-

ate picking inconsistencies are manifested ubiquitously at any particular station among even very

similar events, resulting from variations in signal to noise ratio and other effects, as well as human

subjectivity. Although one source of systematic mislocation can be successfully addressed

through improved velocity modelling, fine details of the seismogenic structures are still com-

monly blurred by the intrinsic "fuzziness" of hypocenters arising from the remaining random pick

errors and associated travel-time residuals (Jones and Stewart, 1997). The picking inconsistencies

and resulting hypocentral scatter likewise affect other applications which rely upon the parametric

data and associated error estimates. Such applications as reciprocal array processing (Spudich and

Bostwick, 1987), spatial mapping of frequency-magnitude distribution (e.g., Wiemer and Wyss,

1997), and evolution of fractal dimension (e.g., Nanjo et al., 1998), as well as general understand-

ing of spatio-temporal seismicity trends in many contexts, will benefit from correction of large

numbers of picks. Certainly the reduction of pick scatter is crucial to mapping of very small-scale

structures such as the fracture networks within a geothermal field (e.g., Roff et al., 1996; Phillips

et al., 1997), repeating earthquakes (e.g., Nadeau et al., 1995) or deep fault drilling (e.g., Thurber

et al., 2000), where precision to a scale of a few meters or less is desired.

A statistical approach to addressing hypocenter fuzziness caused by pick inconsistencies

has been presented by Jones and Stewart (1997) and has been incorporated into JHD inversion by
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Fehler et al. (2000). This technique, referred to as "collapsing," is based on assumptions of Gaus-

sian pick errors and the observation that randomly perturbed points spread out in space. Hypo-

centers are permitted to move towards an event-based center of gravity, constrained by the

dimensions of their error ellipsoids. Although collapsing can be prone to artifacts, synthetic tests

as well as comparison to results from exhaustive, manual repicking of real data sets have demon-

strated considerable success (e.g., Jones and Stewart, 1997; Fehler et al., 2000). This suggests

that, in the absence of waveform data which might permit correction of the picks, collapsing, in

combination with techniques for adjusting the velocity model and/or near-surface static correc-

tions, may be a good approach to improve delineation of seismogenic features.

It is possible, however, to address picking inconsistencies directly when digital waveform

data are available, using signal processing methods to adjust the picks for consistency among

events exhibiting waveform similarity (e.g., Dodge et al., 1995; Shearer 1997, 1998; Rubin et al.,

1998, 1999; Aster and Rowe, 2000; Rowe, 2000; Rowe et al., 2001). Subsequent hypocenter re-

location may then proceed using either single-event location, JHD, or simultaneous velocity and

hypocenter inversion. Sharpening of the seismogenic source volume image has been demon-

strated through relative relocation using waveform cross-correlation techniques (e.g., Fremont

and Malone, 1987; Deichmann and Garcia-Fernandez, 1992; Got et al., 1994; Nadeau et al., 1995;

Gillard et al., 1996; Shearer, 1997, 1998; Lees, 1998; Rubin et al., 1998; Rubin et al., 1999;

Waldhauser et al., 1999) or combinations of differential cross-correlation and catalogue travel-

times (Waldhauser et al., 1999). In these studies, typical errors of 1 km or more have been reduced

to relative location errors of a few tens of meters or less, allowing previously undetected structures

within the seismic source zone to be observed. 
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We have developed a new, automatic phase repicking algorithm (Aster and Rowe, 2000;

Rowe, 2000; Rowe et al, 2001) that addresses the correction of scatter which arises from inconsis-

tent picking, by using estimated relative pick lags to calculate corrected picks for consistency

among similar waveforms (e.g., Dodge et al., 1995) without imposing constraints from prelimi-

nary catalogue parameters on our corrected picks. This method does not address mislocations

which may arise from unmodelled velocity variations; however, coupling the improved picks with

better velocity models and more sophisticated location methods should further improve the accu-

racy of reservoir imaging in future work. This study presents the results of applying our repicking

algorithm to seismicity recorded at the Soultz reservoir during September and October, 1993.

DATA

The stimulated volume of the Soultz reservoir occupies roughly 0.48 km
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 in a depth range

of about 2100 to 3800 m. Median distances from microearthquakes to the nearest and most distant

receiver were approximately 800 m and 2100 m, respectively. Data were digitized at a sampling

rate of 5 KHz. The borehole network consisted of three, 4-component (redundant) sensors and

one hydrophone. Four-component data were projected into three orthogonal components prior to

our analysis.

Location of the Soultz microearthquakes from preliminary analyst picking resulted in the

seismicity cloud shown in Figure 2, consisting of hypocenters of ~7,000 events which will be

used in our analysis. This subset of microearthquakes was chosen from the larger catalogue based

on the availability of seven phase picks from preliminary analysis. Unlike relocation efforts in

large datasets recorded by large regional seismic networks (e.g., Shearer, 1997, 1998; Waldhauser

et al., 1999), the Soultz data present significant additional location difficulties resulting from the

sparse, four-station network. In the case of Soultz, all available phases are needed to adequately
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constrain hypocenters, and it was therefore not advisable to neglect arrivals which were noisy or

nodal (Phillips, 2000). Further, the sparse network geometry (Figure 2) can cause asymmetric

errors due to the location of the most distant station (4601), which provides much of the east-west

location control. 

Preliminary hypocenters determined using single event location (SEL) methods with ini-

tial arrival time picks and velocities determined by Jupe et al. (1994) are shown in Figure 2. These

events were located with four P-wave and three S-wave arrivals (no S was available from the

hydrophone channel, as S is generally unreadable there). A uniform P-wave velocity of 5.85 km/s

and S-wave velocity of 3.34 km/s were used, consistent with data from a shot fired in well GPK1

at a depth of 3360 m. Individual station corrections determined from the calibration shot and

applied for SEL hypocenters (Jupe et al., 1994), and station corrections determined by a recent

JHD inversion, are shown in Table 1.

Because detailed velocity investigation is beyond the scope of this study, we adopt the

velocities and JHD station corrections determined by Jupe et al. (1994) and also used by Phillips

(2000) for the purpose of our comparative location analysis. 

PREVIOUS RE-LOCATION WORK AT SOULTZ

Gaucher et al. (1998) analyzed a small number of multiplets within the 1993 injection

seismicity cloud. They obtained relative relocations defining structures near the borehole, which

were correlated with fractures observed using acoustic imaging and well logs. 

Phillips (2000) relocated microearthquakes in two densely populated volumes within the

seismic cloud by manually re-picking relative arrival times of phases. The “shallow” and “deep”

clusters, contained roughly 200 and 350 events, respectively. Approximate locations of these clus-

ters are indicated by gray circles on Figure 2. Relocations from this manual repicking collapsed
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the diffuse clouds of seismicity into narrow, intersecting features which exhibited temporal seis-

micity patterns showing initial tight clusters or alignments of events which subsequently spread

into adjacent areas. These early alignments in the sequence have been interpreted as joints or

joint/fracture intersections that may represent fluid flow paths (Phillips, 2000).

Moriya et al. (2001) have addressed precise relative relocation of Soultz data through

identification of highly similar earthquake doublets and multiplets. They have estimated relative

hypocenter relocations using the cross-spectral method of Poupinet et al. (1984), and have

observed numerous well-defined, narrow seismic lineations. Moriya et al (2001) further note that

the high proportion of doublets and multiplets seen in the early period of the stimulation declines

as time progresses. These observations are in good agreement with those of Phillips (2000) and

Phillips et al. (2001), and we discuss them further, below.

AUTOMATIC REPICKING TECHNIQUE

We have developed a method which combines the most advantageous features of existing

waveform cross-correlation-based phase adjustment methods (e.g., Dodge et al., 1995; Shearer,

1998; Rubin et al., 1998, 1999) in an automatic package which can be easily implemented even

for very large (many thousands of events) data sets with a manageable amount of analyst

interaction. Details of the signal processing, clustering and conjugate gradient techniques and our

innovations are reported elsewhere (e.g., Aster and Rowe, 2000; Rowe, 2000; Rowe et al., 2001);

however, we summarize our method below.

 

Signal processing tools

 

Pick adjustments are estimated by comparing station-common waveforms having

preliminary picks, and estimating relative lags between these picks. Lag estimation proceeds in
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two steps: a coarse integer-sample correlation, and a subsequent fine correlation step which

provides a sub-sample relative lag refinement.

Coarse (integer sample) cross-correlation provides initial lag adjustments for each

waveform pair. For multicomponent data, we apply polarization filtering, derived from

eigenvalue decomposition of a joint signal covariance matrix, to improve P and S signal-to-noise

levels prior to waveform comparison. Prior to correlation, we calculate the cross-spectrum and

cross-coherency for each pair of signals. The cross-coherency is used to design a filtering

function to adaptively downweight incoherent frequency bands prior to cross-correlation. We

then calculate a suite of cross-correlation functions from overlapping, narrow-band-filtered

representations of the (polarization- and coherency-filtered) waveform pair. The integer-rounded,

energy-weighted mean correlation maximum and its associated standard deviation are calculated

from these functions (Aster and Rowe, 2000; Rowe, 2000; Rowe et al., 2001). Waveform pairs

exhibiting sufficiently high integer correlation values (> 0.8 for the Soultz catalogue) with low

associated lag standard deviations (< 2 samples) are aligned to the nearest sample, rewindowed,

and passed to the subsample lag estimation algorithm.

A cross-spectral phase slope method (e.g., Poupinet et al., 1984; Ito, 1985) is used to

obtain subsample lag estimates following integer lag estimation. Because unbiased estimation of

the cross-spectral phase slope is essential to obtaining accurate estimates of subsample lags and

corresponding errors, we apply multitaper spectral estimation to this problem. A suite of

eigenspectral measurements may be combined in a simple or weighted average to provide a low

spectral leakage, low variance spectral estimate and associated standard errors (e.g., Thomson,

1982; Park et al., 1987; Aster and Rowe, 2000; Rowe, 2000; Rowe et al., 2001). Conjugate

multiplication of corresponding eigenspectra for the waveform pair provides multiple linearly
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independent estimates of the cross-spectral phase, yielding a mean cross-spectral phase slope

estimate with associated dimensionally meaningful standard deviation. 

After integer and subsample lags and their respective standard deviation estimates are

obtained for each waveform pair, we sum the lags to provide a total lag estimate; the standard

deviation of the pick lag is the quadrature sum of the coarse and fine lag standard deviations

(Aster and Rowe, 2000; Rowe, 2000; Rowe et al., 2001).

 

Solving for consistent pick adjustments

 

After all possible waveform comparisons have been made, the resulting, overdetermined

system of individual inter-event lags may be solved to obtain consistent pick adjustments and

associated uncertainties. We do this using an iterative conjugate gradient approach formulated to

operate efficiently with a sparse matrix storage scheme (Aster and Rowe, 2000; Rowe, 2000;

Rowe et al., 2001). The minimum L

 

1

 

-norm residual solution is used, with a numerical

modification for near-zero residuals to avoid gradient discontinuities, (e.g., Rowe, 2000; Rowe et

al., 2001). This provides improved robustness to outliers over L

 

2

 

 methods (e.g., Parker and

McNutt, 1980; Shearer, 1997). We further improve the solution by conservatively rejecting

outliers in this massively overdetermined problem and successively re-solving the system (Rowe

and Aster, 1999; Aster and Rowe, 2000; Rowe, 2000; Rowe et al., 2001). We calculate 1-sigma

error bars via Monte Carlo perturbation of the data vector.

 

Event association

 

We have found that solving the entire catalogue in one step does not provide optimal pick

corrections because inconsistent waveform types are compared (Rowe, 2000; Rowe et al., 2001).

The choice of an appropriate event association method has proven to be crucial to improving the

hypocenter locations. Because of the high degree of waveform variability within the small
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seismogenic volume, the Soultz catalogue has some corresponding difficulties which may not be

encountered in other settings. Our event association and pick adjustment strategy is outlined

below.

We have adopted an event clustering strategy based upon waveform similarity (e.g. Aster

and Scott, 1993; Reviere-Barbier and Grant, 1993). We treat the maximum cross-correlation value

for each event pair as a measure of distance in similarity space, so that the correlation matrix may

be viewed as a spatial (dis-)similarity matrix.

We obtained good intra-cluster results when we selected one of the most variable phases

and used it as our clustering basis. The S-wave arrivals for station 4550 exhibit tremendous

variation in waveform, so we selected an extended (0.05 s) correlation window for that phase,

filtered using the signal cross-coherency function for each waveform pair. Cross-correlation of

these waveforms provided a similarity matrix for a highly variable parameter in the seismogram

database. We then applied a dendrogram-based hierarchical pair-group classification clustering

scheme (e.g. Ludwig and Reynolds, 1988; Harris et al., 1999; Rowe, 2000; Rowe et al., 2001) to

build similarity groups. We have adopted a cross-correlation peak value of 0.75 as a minimum

similarity criterion for any cluster.

 

Intra-cluster adjustments

 

Within each cluster we then cross-correlate all phases and solve the respective first-

difference systems to determine optimal pick adjustments. Because of significant variation in

initial pick error from event to event (adjustments range from a fraction of a sample to 50

samples or more), as well as variations in waveform signal to noise ratio, we find that correlation

window length can strongly affect waveform alignment even within highly similar clusters. The

best choice can vary from cluster to cluster, as well as from phase to phase within a cluster. We
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therefore calculate cross-correlations for a suite of window lengths for each phase, and choose

the parameters which produce the best mean cross-correlation and lag standard deviation values

for the phase being addressed (Rowe, 2000; Rowe et al., 2001).

Once lags are estimated for all phases within a cluster, we solve for pick adjustments

using our L1-norm-minimizing conjugate gradient solver, imposing an 

 

a postiori

 

 zero mean

constraint so that the mean of the adjusted picks corresponds to the preliminary pick mean. The

corrected picks can provide very precise relative arrival times within a similarity cluster;

however, inter-cluster relationships must still be addressed to achieve consistent inter-cluster

picks, which may correspondingly correct the inter-cluster spatial relationships. Some means of

correcting this bias without relying upon preliminary locations or travel-times is desirable.

 

Inter-cluster adjustments

 

We have found that a hierarchical correlation approach using stacked seismograms for

each cluster provides good adjustments for inter-cluster relationships. For each phase, we

calculate waveform stacks within each of the clusters, where stacks are aligned on the adjusted

picks (see Figure 3). In this way, each cluster may be viewed as having a composite catalogue

location represented by the hypocenter calculated from its waveform stacks. To adjust the

stacked waveforms for each phase (hence correcting for inter-cluster pick biases and, ultimately,

inter-cluster relative centroid location), we apply the cross-correlation and conjugate gradient

solution to the stacks. Each stack is assigned a relative pick lag which would serve to align stacks

(mean picks) for every correlated cluster. We apply the stack lag to all corresponding phases for

member events within each cluster, providing a final adjustment for inter-cluster relationships

(Figure 3). The tightly constrained intra-cluster relative relationships are thus preserved while the

addition of the stack lag information adjusts inter-cluster centroids with respect to one another.
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Final pick adjustments

 

There may still be a catalogue-wide absolute picking bias for some phases. For example,

successively later picks for smaller events with lower signal-to-noise ratios - particularly for

more distant stations whose arrivals are more emergent to begin with - may result in a net late

pick bias. Addressing any such final absolute pick offset may be appropriately handled through

adjusting to a master event, application of an autopicking routine to the second-order stacks, or

application of consistent station corrections as derived through JHD or other joint location

methods, although this latter approach does not serve to separate velocity delays from pick error

delays. We discuss this further, below.

AUTOMATIC REPICKING TEST CASE

The Soultz reservoir seismicity presents an excellent test case for development and appli-

cation of the automated repicking algorithm, although it also presents some significant relocation

issues not encountered with many larger seismic networks in tectonically active regions. The pri-

mary difficulty lies in the small number of recording stations, as discussed above. Generally, relo-

cation studies using waveforms from large seismic networks (e.g., Shearer, 1997, 1998; Rubin,

1998; Rubin, 1999) are able to neglect poor quality arrivals without compromising overall ability

to obtain robust hypocenter locations. At the Soultz reservoir there are only four sites where

downhole sensors were operating during the 1993 stimulation; hence, discarding any phase arriv-

als can destabilize the hypocenter solution process, particularly given the difficult network geom-

etry (Figure 2).

On the other hand, the sensors are situated in boreholes at depths between 1376 m and

2075 m, resulting in very low background noise and good microearthquake signals. Three of the
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instruments are multi-component sensors, which allow polarization filtering for improving signal

correlation (particularly for S-waves).

We first tested our method using the deep cluster events of Phillips (2000) as a benchmark

against which to compare our results (Rowe et al., 1998, Rowe and Aster, 1999; Aster and Rowe,

2000; Rowe, 2000). The painstaking Phillips repicks and relocations were assumed to be the “cor-

rect” answer; step-wise comparison with these allowed us to gauge improvements in the develop-

ment of our technique.

Initial correlation on the S-wave picks for station 4550 using a window length of 50 ms

(about 5 cycles) provided a similarity matrix for clustering the 311 events within the Phillips deep

cluster which were included in our catalogue. This resulted in eighty similarity groups of varying

sizes, dominated by doublets (two-event clusters). Figure 4 shows a histogram of similarity clus-

ter membership for this trial dataset. Eighteen events were orphaned (unassociated) in the cluster-

ing process; the remaining 293 were addressed in the analysis.

Applying the automatic repicking algorithm to P and S phases for the deep cluster, we

demonstrate the resulting waveform alignment in Figure 5. The uppermost panels for each phase

illustrate alignment on preliminary analyst picks. Center panels represent alignments after intra-

cluster adjustments have been made; the lowermost panels show alignment following correction

for inter-cluster consistency. Stacked waveforms for each alignment plot are shown on the right,

with the aligned picks indicated by horizontal black bars. The increase in stack amplitude pro-

vides a qualitative measure of the repicking success.

Note that Figure 5 does not show the filtered and projected waveforms which were cross-

correlated to obtain the pick lags. Because the filtering and optimal signal rotation may be differ-

ent for every inter-event cross-correlation, it is not possible to show these in a single figure. We
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show instead alignments of unfiltered traces. For P-wave alignments, we show the vertical compo-

nent, and for S-wave alignments, we display the east-west (X) horizontal component. Improve-

ment in waveform alignment is especially marked for S-waves. For instance, at station 4616 the

summed S-wave stack amplitude after repicking is nearly three times that of the preliminary

stack.

After cross-correlating and solving for consistent pick adjustments, we re-located the deep

cluster earthquakes using the same location program (single event, damped least squares) and

velocity parameters (Vp= 5.85 km/s, Vs=3.34 km/s) determined by Jupe et al. (1994) and used by

Phillips (2000). Figures 6a and 6b illustrate hypocenter locations for preliminary picks and man-

ual re-picks, respectively. In Figure 6c we show hypocenters calculated using automatic intra-

cluster repicks, to illustrate the increased degree of clustering obtained by this step. These hypo-

centers correspond to the waveform alignments in the center panels for each phase shown in Fig-

ure 5. Tight intra-cluster alignments result in increased clustering among hypocenters, but the

large inter-cluster biases have not yet been addressed. Note that the structures in Figure 6b are still

not clear in Figure 6c, although hypocenters exhibit significantly increased clustering over the

preliminary locations of Figure 6a. Figure 6d shows the automatic repicks following inter-cluster

stack correlation and adjustment (corresponding to picks aligned in the lowermost panel for each

phase in Figure 5). The clearly defined, near-orthogonal intersecting joint features illuminated by

the manual repicking in Figure 6b and discussed in detail in Phillips (2000) and Phillips et al.

(2001) are also clearly distinguishable in Figure 6d. Median hypocenter mislocation, compared to

relocations using the Phillips’ (2000) picks, is reduced from 31 to 7 m after we have compensated

for centroid median biases. 
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Because Phillips correlated peaks and troughs with the visual cross-correlation, then

applied station corrections to his picks to approximate first-break consistency for locating events,

it is difficult to compare directly the relocation quality in terms of hypocenter RMS travel-time

errors; however, we iteratively adjusted the Jupe et al. (1994) JHD station corrections to minimize

mean travel-time residuals for automatic repicks and preliminary picks. The resulting RMS travel-

times errors are 0.68 ms, 0.25 ms and 0.14 ms for preliminary, automatic and manual picks,

respectively, with associated standard deviations of 0.62 ms, 0.34 ms and 0.24 ms, respectively.

APPLICATION TO THE LARGER DATA SET

When we had completed testing of the automatic algorithm using the Phillips (2000) deep

cluster, we turned to the task of relocating the ~7,000 events in the Soultz catalogue that had seven

preliminary phase picks. 

 

Relocations

 

Processing the ~7000-event catalogue proceeded in the hierarchical correlation/clustering

method as discussed for the deep cluster (above). Following cross-correlation on the S-waves at

station 4550, the algorithm segregated the catalogue into 2408 clusters, plus 661 unassociated

(orphaned) events. Figure 7 shows the resulting cluster memberships. We show the number of

clusters of each size (from 2 to 18 members) in Figure 7a, while plotting the cumulative propor-

tion of the catalogue comprised of the different cluster sizes in Figure 7b. Picking inconsistencies

were resolved within similarity clusters with median lag adjustments ranging from 0.251 ms for

station HYDR P-picks to 1.6 ms for station 4601 S picks. After adjusting each of the seven phase

picks for consistency within each of the 2408 clusters, the aligned waveforms for each phase were

stacked to provide a composite waveform (e.g., Figure 3). These cluster stacks were then corre-

lated with corresponding stacked waveforms for all other clusters so that inter-cluster picking
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inconsistencies might be resolved, and the final pick lag adjustments made. Inter-cluster stacked

waveform adjustments are shown in Table 3. Maximum inter-cluster lag adjustments were 17.2

ms and 11.1 ms for S waves and P waves, respectively; both maxima were observed for station

4601, the most distant station from the seismogenic volume (Figure 2). 

Automatic repicking and relocation of our ~7000 event dataset yielded significant

improvement in illumination of interpretable seismogenic features. Median RMS travel-time error

for repicked hypocenters decreased from 3.741 ms to 3.739 ms compared to original picks, using

the station corrections derived from JHD (e.g., Jupe et al., 1994). This moderate change of 0.2%

indicates that overall location errors are far more heavily influenced by the oversimplified velocity

model and the station correction parameters, which were derived to optimize fitting of the prelim-

inary picks for a larger dataset, than by moderate pick adjustments; however, waveform align-

ments and improved resolution of fracture and joint features indicate that the pick adjustments are

providing improved hypocenter locations.

Figures 8-11 show the results of relocating our ~7000-event dataset. We show map-view

and three-dimensional projections for depth slices at 2500-2900 m (Figure 8), 2900-3100 m (Fig-

ure 9), 3100-3300 m (Figure 10) and 3300-3700 m (Figure 11). The three-dimensional projections

have been chosen for optimal view angle to show the emerging structures within the seismicity

cloud at each level. In each of Figures 8-11, we depict preliminary hypocenter locations in the

left-hand panels, and relocated hypocenters in the right-hand panels. We have used the same SEL

location algorithm (Phillips, 2000) for both preliminary and repicked events to demonstrate the

level of improvement which is possible solely from automatic repicking. 

Relocated shallow events are shown in Figure 8. Figure 8a shows these events in map

view. Black arrows (B) and (C) indicate view azimuths in Figures 8b and 8c. Shallow earthquakes
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exhibit roughly parallel lineations in map view, striking N40

 

o

 

W in the more southerly part of the

reservoir, although the seismicity does not define these trends as clearly in the more northerly

part. This orientation is similar to the orientation of one of the populations of hydrothermally

sealed fractures identified by Genter and Traineau (1996). To the north, lineations suggest frac-

tures or faults with an orientation of approximately N20

 

o

 

E (indicated by gray arrows I, II at the

top of the figure). An elevated view looking S50

 

o

 

E with a 55

 

o

 

 inclination (Figure 8b) suggests that

the N30

 

o

 

W seismicity trend dominating the southern part of the reservoir at these depths is made

up of discrete, subparallel planes (indicated by gray arrows III, IV, V) steeply dipping towards the

northeast. These structures are not discernible at all in the preliminary hypocenter cloud (8b, left-

hand panel). In Figure 8c we show a cross-section looking towards N55W. This shows the steeply

eastward-dipping nature of the southern lineations, as well as a northerly dip for the isolated

planes of seismicity seen in 10a at 200-300 m north.

Intermediate-depth events (between 2900 and 3100 m) are plotted in Figure 9. In map

view the northwesterly-striking features may still be seen, although lineations are less laterally

extensive. Two linear features are suggested, one striking N15

 

o

 

W (gray arrow VI) and one

approximately N30

 

o

 

W (gray arrow VII). Seismicity did not expand as far to either side of the

borehole at this level as it did at a shallower depth, suggesting a change in the fracture system and

its connectedness at approximately 2900 m depth. The dashed boxes in Figure 11a indicate the

area displayed in close-up cross-section in 9b and 9c. Black arrows (B) and (C) indicate view azi-

muths for Figures 9b and 9c. In Figure 9b, looking N10

 

o

 

W, we see that after relocation the hypo-

centers define planar features which dip steeply to the north (gray arrows IX and X), but also a

lineation suggesting an intersecting feature (gray arrow XI). Viewing these features broadside in



 

19

 

Figure 9c (perpendicular to strike) illuminates small linear seismicity clusters within their planar

surfaces.

Deeper (between 3100 and 3300 m) events are shown in Figure 10. Relocated hypocenters

exhibit considerable improvement in clustering as seen in map view (Figure 10a), particularly in

the dense concentration of events at (100,-50). These events correspond to the depth of the Phil-

lips (2000) deep cluster, discussed earlier. Black arrows (B) and (C) indicate view azimuths in

Figures 10b and 10c. In Figure 10b we see the inclined fracture (“secondary”) plane (gray arrows

XI and XII) of the Phillips deep cluster (see Figure 6) as well as the northerly-trending (“pri-

mary”) plane (gray arrows XIII and XIV) that it intersects. Relocated seismicity suggests addi-

tional lineations parallel to these major features which may indicate a series of subparallel

seismogenic fractures activated by the reservoir stimulation. The cross-section in Figure 10c looks

towards N14E, along strike of the Phillips “primary” plane. The steeply westward-dipping linea-

tion (gray arrow XV) is echoed by another, less-well-defined plane some 100 m to the east (gray

arrow XVI); two deeper lineations dipping steeply towards the east (gray arrows XVII and XVIII)

are suggested in this view as well.

Figure 11 shows the deepest seismicity at Soultz associated with the 1993 injections,

extending from 3300 m to 3700 m depth. In map view (Figure 11a) we see the diffuse cloud is

resolved after relocation into a dense, northwesterly-trending feature that appears to be comprised

of discrete patches of seismicity. Black arrows (B) and (C) indicate view azimuths for Figures 11b

and 11c, respectively. In a cross-section looking N40

 

o

 

W (Figure 11b), this concentrated zone of

seismicity is revealed to be composed of two sets of roughly planar features, striking N40

 

o

 

W. The

shallower features, extending to ~3500 m depth, appear to be subvertical lineations which dip

towards the south (gray arrow XIX), whereas the deeper feature is a well-defined plane extending
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from ~3500 m to ~3700 m depth, dipping steeply to the north (gray arrow XX). Viewed broadside

(Figure 11c), both shallow and deep planes consist of discrete seismicity patches which may cor-

respond to distinct rupture zones on the seismogenic planes. Quasi-linear edges (gray arrow XXI)

to these zones suggest truncation by some linear or planar feature intersecting the seismic plane.

DISCUSSION 

The microearthquakes comprising this dataset are the result of two different periods of res-

ervoir stimulation, in September and October, 1993. Figure 12 illustrates preliminary hypocenter

locations plotted as a function of time for the stimulation. In Figure 12a we show hourly event

counts (for the 7,000 microearthquakes we studied). Figures 12b-12d illustrate the seismicity dis-

tribution through time in East-West (X), North-South (Y) and depth (Z) dimensions, respectively.

Approximately 80% of the microearthquakes occurred during the September stimulation, during

which ~25,000 m

 

3

 

 of water were injected over an open-hole depth range between 2800 and 3500

m at rates of up to 36 l/s (Cornet and Jones, 1994) and overpressures of ~10 MPa (Jupe 

 

et al

 

.,

1998). The bottom portion of the injection well GPK1 was filled with sand (depths > 3480 m) to

prevent flow into a previously identified, deep fracture zone. Seismicity during this first stimula-

tion began at a depth of ~2900 m, adjacent to the injection site, and expanded over time in an

elongate cloud oriented roughly N-S at shallower depths (< 2900 m) and roughly NW-SE below

this (Cornet and Jones, 1995). 

Histograms of hypocentral depths of the seismicity resulting from the two stimulations are

shown in Figure 13. The September stimulation, shown in Figure 13a, exhibits a strong peak in

seismicity at a depth of ~2900 m. The October stimulation has the greatest number of its events

occurring at ~3600 m depth (Figure 13b). The time-varying hypocentral depth plot in Figure 12d

shows this, and demonstrates that the removal of sand from the final 110 m of well GPK1 prior to
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the second stimulation causes the primary seismic activity to be generated by new slip within the

deep fracture system, while the shallower portion remains comparatively quiet until overpressures

are raised sufficiently to induce further failure on the previously de-stressed fracture system (Jupe

et al., 1998).

The greatest concentration of events within a volume might be expected to yield the great-

est number of similar earthquakes. Intuitively we can look at the growing volume of seismicity

and suspect that in the earlier hours of stimulation, when seismicity is concentrated within a small

volume, many similar earthquakes should be observed. Moriya et al. (2001) have shown through

their analysis of doublets and multiplets that seismicity is dominated by doublets/multiplets dur-

ing early stimulation, whereas the later activity has a significantly lower proportion of highly sim-

ilar events. Phillips (2000) noted a similar trend in his manual re-analysis, demonstrating that tight

lineations of relocated hypocenters are formed prior to the spreading of seismicity into adjacent

planar features. Phillips interprets the tight lineations of hypocenters as primary flowpaths for the

injected fluid. Waveform similarity (

 

i.e.

 

 membership in multiplets) is more likely to be observed

within the early, tightly clustered events where source and path effects may be more consistent.

We expand upon these observations by calculating time-varying and spatially varying

hypocenter density within the stimulated volume. The seismogenic volume in any time interval 

 

d

 

τ

 

may be estimated as the product of the maximum 

 

X

 

, 

 

Y

 

 and

 

 Z 

 

dimensions during 

 

d

 

τ

 

. These dimen-

sions are determined to first order by estimating a three-dimensional envelope about the time-

varying seismicity. Moriya 

 

et al.

 

 (2001) report nearly 90% multiplet/doublet fraction during the

first 48 hours of stimulation. Mean hypocenter density within this time period is ~10

 

5

 

 events per

km

 

3

 

. Figure 14 shows event counts, approximate reservoir volume and estimated mean event den-

sity for the first five intervals (from Figure 12) following the onset of stimulation. Event count per
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unit volume appears to decline in a roughly logarithmic fashion (Figure 14c). The highest value of

event density, 10

 

5

 

/km

 

3

 

, corresponds to the Moriya et al. (2001) estimated 90% doublet/multiplet

fraction for events. The lowest density value, ~1400/km

 

3

 

, corresponds to Moriya et al.’s approxi-

mately 50% multiplet fraction.

Identification of planar and linear structures based on microseismicity may lead to identifi-

cation of likely fluid flow directions and/or potential reservoir connectivity. Fehler et al. (1987)

developed an innovative method of identifying likely fracture planes along which earthquakes

may have occurred. Roff et al. (1996) further investigated linear and planar features through anal-

ysis of waveform amplitude ratios, and Phillips et al. (1997) investigated cluster structures via

manual hypocenter relocations and slant stack amplitudes. Starzec et al. (2000) found a correla-

tion between the shapes of variograms of shear displacement and fracture orientation, suggesting

a correlation of spatial variability of seismic slip and fracture complexity. 

Tracking the highest concentrations of seismicity as a function of time may lead to the

temporal mapping of fluid flow paths (e.g., Phillips, 2000) or, alternatively, adjacent patches of

failure on faults activated by pore pressure increases (Cornet and Yin, 1995); this may lead to bet-

ter understanding of the dimensions and time development of important reservoir features. We

illustrate in Figure 15 an east-west cross-section of the hypocenters in each of the seven 72-hour

intervals A-G identified in Figure 12a. Upper panels depict original locations; lower panels show

relocated hypocenters. Because we required the existence of seven phase arrivals to relocate

events, and the period prior to time segment (a) (beginning at point O, indicated on Figure 12a)

offered no hydrophone arrivals, we are unable to compare relocations for that period. We have cal-

culated hypocentral density by counting neighbors within a sphere of 5 m radius centered on each

hypocenter during each of the time intervals. Using the method of Snoke (1987) to estimate
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source radius from corner frequencies, we have found that the median source radius for the relo-

cated data subset to be approximately 3 m, so most events which fall within the 5 m search radius

will have abutting or overlapping rupture patches. Upper panels of Figure 15 show results for the

seven time intervals (A-G) using preliminary locations; lower panels illustrate relocated events.

Hypocenters are color-coded to indicate spatial density, as indicated on the color key in Figure 15.

Total numbers of earthquakes depicted are 6871 and 6217 for preliminary and relocated events,

respectively. The discrepancy arises out of the number of events which were orphaned during the

clustering process; these earthquakes were not repicked and so are not included in the relocations.

Overall, a clear increase in clustering after relocation is indicated in Figure 15. The tight-

est clustering remains nearest the injection point during the September stimulation (panels A-D),

although the appearance of doublet events (magenta) on the edges of the developing reservoir

margins suggests a concentration of activity at a migrating pressure front, although this may not

necessarily reflect the locations of fluid paths (e.g. Cornet and Yin, 1995; Cornet et al., 2000). A

similar, albeit smaller, trend is apparent in panels (E) and (F), which correspond to the later, Octo-

ber, stimulation following removal of sand from the bottom of the borehole. Figure 16 shows his-

tograms of hypocenter density values to demonstrate the increased clustering following automatic

repicking. The vertical axis of the histogram (event counts per cluster size) has been truncated so

that smaller values may be displayed; single-event density counts are 5294 and 3755 for prelimi-

nary and relocated hypocenters, respectively. Among events in the seven time periods (A-G) dis-

played in Figure 15, 74% of relocated events do not locate within 5 m of their nearest neighbor,

whereas 95% of original hypocenters fail to cluster. Table 4 presents the singlet (events which

have no neighbors within a 5 m radius) versus multiplet (two or more events within a 5 m radius)
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statistics by time interval, comparing percentage of singlet events for preliminary and relocated

hypocenters during the seven time periods of Figure 15.

We note that relocating events solely through the use of adjusted phase picks may still not

provide optimal relative and absolute hypocenter relationships, without addressing inadequacies

of the velocity model and station corrections. The Soultz velocity model and station corrections

were derived from a single downhole shot (e.g. Jupe et al., 1994) in combination with analysis of

microseismicity using the preliminary phase picks. We observe systematic biases in these phase

picks, which, if uncorrected, will contribute to the inaccuracy of preliminary velocity assumptions

and subsequent analyses using those velocities. For example, pick times shown in Figure 5b dem-

onstrate that the mean S-wave pick for station 4601 is clearly late, occurring more than a quarter

cycle (~6 ms) after the S-wave arrival.   Because we impose a zero mean constraint on our pick

adjustments, this phase pick bias is an artifact of the preliminary pick distribution and has contrib-

uted to velocity and station correction estimates at Soultz. The bias may be accommodated in part

by imposing an 

 

a postiori

 

 station correction, but this does not address the problem of separating

actual pick bias from possible velocity heterogeneities. Removing this artifact from the catalogue

using the waveform stacks is the subject of ongoing work; such a final processing step should help

in future efforts to refine the very simple, uniform velocity model currently used for earthquake

location at Soultz.

SUMMARY

We have demonstrated an automatic phase-repicking algorithm to reduce the random com-

ponent of earthquake location that arises from phase picking inconsistency among similar earth-

quakes. We apply this technique to microearthquakes at the Soultz-sous-For ts reservoir in the

Rhine Graben of eastern France. The algorithm was tested using the results of careful, manual

ê
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repicking on two isolated clusters of seismicity within the Soultz catalogue, then applied to the

larger dataset.

Results of hypocenter relocation on the test subset using the automatically adjusted picks

demonstrate that the algorithm can recover detailed structures within the microseismicity cloud

with a degree of improvement approaching that possible with careful, manual repicking. Median

hypocenter discrepancies compared to Phillips’ (2000) careful manual relocations improved from

31 m to 7 m upon adjusting the preliminary phase picks with our automated algorithm. In the

cases of distorted or clipped waveforms, such as with the Soultz hydrophone, human intervention

may still be necessary if optimal adjustment of every phase for every earthquake is desired.

Application to a data set of ~7000 Soultz microearthquakes results in significant enhance-

ment of seismogenic fractures and faults within the reservoir, consistent with detailed studies on

smaller selected subsets. Event associations with nearest neighbors, estimated by counting the

number of earthquakes within a 5 m radius, increases from 5% to 26% of the catalogue. These lin-

ear joint and fracture structures tend for the most part to be steeply dipping, with predominant

northwest-southeast orientations, although northeasterly-striking fracture sets also comprise a sig-

nificant portion of the resolved structure. The previously diffuse cloud also exhibits subparallel,

en echelon linear features with a more northerly strike, among shallow (2500 m - 2900 m) events.

Between 2900 m and 3100 m we observe features which may represent intersecting faults or frac-

tures, some dipping steeply to the east, others dipping steeply to the west. Overall, the image pre-

sented by relocated seismicity indicates that slip is occurring on fractures with varying

orientations, whose characteristics change with depth. Evaluation of the relationships among

these complex structures may yield better insights into reservoir flow behavior.
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 Correction of the phase arrival estimates to reduce random errors in the hypocenter loca-

tion process can sharpen the results of subsequent applications including precise event location

via SEL, JHD and/or collapsing techniques, as well as seismic tomography, reciprocal array pro-

cessing, spatial b-value or fractal dimension analysis and other imaging techniques which depend

upon highly consistent phase picks. Additionally, the correlation, intra-cluster adjustment, stack-

ing and subsequent stack correlation illuminate systematic biases in the preliminary phase picks

which have contributed to inaccuracies in the initial velocity models. Identification and removal

of these systematic data errors will allow for better modelling of the reservoir in the future. 
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FIGURE CAPTIONS

Figure 1: Location map for the Soultz-sous-Forets reservoir (from Phillips, 2000), situated on the

western edge of the Rhine Graben in eastern France. This valley is an extensional rift exhib-

iting high geothermal heat flow.

Figure 2: Soultz-sous-Forets geothermal reservoir (after Aster and Rowe, 2000). Shown are the

four borehole sensors (multicomponent seismometers 4550, 4616 and 4601, and hydro-

phone HYDR) in both map view (a) and east-west cross-section (b). The cloud of prelimi-

nary hypocenter locations is shown, along with the position of injection well GPK1. Gray

circles indicate approximate locations for manually repicked clusters from Phillips (2000).

Figure 3: Hierarchical correlation, lag adjustment and stacking method. a) -c) illustrate three syn-

thetic clusters of five events each. Upper panels show traces aligned on preliminary picks

and associated waveform stack; lower panels show traces aligned on adjusted picks, with

associated stack. Horizontal dashed lines indicate pick times on the stacked trace. d) Clus-

ters from A), b) and c) displayed together to show initial pick inconsistency (upper panel)

and remaining biases among aligned clusters (lower panel). e) Stacks from clusters of (a) (b)

and (c) showing stack mean pick misalignment (top) and aligned stacks (bottom). f) the

same three clusters showing initial misalignments (top) and final, corrected alignments (bot-

tom) after both intra-cluster (a-c) and inter-cluster (e) lags have been applied to the individ-

ual traces.

Figure 4: Earthquake cluster sizes for Phillips’ (2000) deep cluster. Histogram shows the number

of families for each category of doublet, triplet, quadruplet, and so forth. A total of eighty

clusters were identified.
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Figure 5: Waveform alignment plots for events in the deep cluster (Phillips, 2000). Waveforms are

plotted as a grayscale surface with white peaks and gray troughs. Each phase is depicted in

six panels. Waveform alignments are on the left, stacks of the waveforms are on the right.

Top panels show waveforms aligned on preliminary picks. Center panels show waveforms

(and stack) aligned on the repicks arising from intra-cluster relative repicks. Lower panels

show alignments and stacks of waveforms after inter-cluster adjustments have been made.

a) P-waves for station 4550 are shown in the two left-hand columns. S-waves for station

4550 are shown in the two right-hand columns.

b) P-waves for station 4601 are shown in the left-hand columns; S-waves are shown in the

two right-hand columns.

c) P-waves for station 4616 shown on the left-hand side, S-waves for station 4616 shown on

the right.

d) P-waves for the hydrophone. No preliminary S was picked for the hydrophone, as this

instrument was underdamped and the waveforms were often clipped. 

Figure 6: Hypocenter locations for Phillips’ deep cluster. a) Preliminary locations, based on ini-

tial, analyst picks. Note the random scatter in the distribution of seismicity. b) Relocations

based on Phillips (2000) manual repicking. The diffuse cloud of hypocenters (a) has con-

verged into two nearly orthogonal, intersecting joint features and a few scattered events. c)

Relocations based on intra-cluster pick adjustments (corresponding to waveform alignments

in center panels of Figure 7). d) Relocations after inter-cluster stack adjustments have been

applied to individual traces (corresponds to alignments in lower panels of Figure 7).

Figure 7: Cluster memberships for the ~7000-event data set. a) Histogram shows the number of

families for each category of doublet, triplet, quadruplet, and so forth. A total of eighty clus-
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ters were identified. b) Cumulative fraction of the catalogue assigned to clusters of two,

three, four and so forth. Note that doublets and triplets comprise over 87% of the data, indi-

cating that adjusting relative pick lags among clusters is important to the final resolution of

spatial relationships among earthquakes.

Figure 8: Preliminary (left) and relocated (right) hypocenters for shallow (2500 m to 2900 m

depth) Soultz seismicity. Details are discussed in the text. a) Map view. Arrows (B) and (C)

indicate the view directions for (b) and (c). b) Steeply inclined view at 55o of shallow seis-

micity, looking towards S50oE. c) Cross-section looking N40oW along strike of the seg-

mented, southern portion of the shallow reservoir. 

Figure 9: Intermediate depth seismicity (between 2900 and 3100 m). Details are discussed in the

text. a) Map view. Cross-section view angles in (b) and (c) are indicated by direction arrows

(B) and (C). b) Cross-sectional view looking N18oW, along strike of the clustered features

seen in map view. c) Broadside view looking S 72oW. 

Figure 10: Deep seismicity between 3100 m and 3300 m. Details discussed in the text. a) Map

view. Dashed box outlines the close-up elevation shown in c). View azimuths for (b) and (c)

are indicated by arrows (B) and (C). b) Elevated view at 55o inclination, azimuth N10oW,

approximately coincident with Phillips’ deep cluster intersection axis. c) cross-section look-

ing N14E, along strike of Phillips’ “primary” plane.

Figure 11: Deep seismicity (3300-3700 m) associated with 1993 injection. Details are discussed

in the text. a) Map view. Dashed box represents region shown in the elevations in (b) and (c),

whose azimuths are indicated by arrows (B) and (C). b) view looking N40oW along strike of

the general trend in (a). c) Broadside view, perpendicular to (b).
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Figure 12: Spatial development of Soultz seismicity as a function of time, during the September

and October 1993 injections over open-hole depths of 2800-3500 m in well GPK1 (Figure

2). a) Hourly event counts. Segments A-D and E-G represent 72-hour time intervals exam-

ined in Figures 14 and 15. b) Longitude (meters east). c) Latitude (meters north). d) Hypo-

central depth.

Figure 13: Histograms of hypocentral depths during the September and October, 1993 reservoir

stimulations (Figure 12) is dominated by earthquakes occurring at about 2900 m depth.

After removal of the sand at the bottom of GPK1, the October stimulation (b) exhibits great-

est activity at 3400-3600 m depths, with a secondary peak at the fracture zone near 2900 m

depth

Figure 14: a) Event counts from the first five 72-hour time intervals (A-D) for the September 1993

stimulation, as indicated in Figure 12a, beginning at point O (1623 hours, 2 Sept.). Vertical

axis represents the number of earthquakes, horizontal axis indicates time interval (Slight

decrease in seismicity for the final data point is a reflection of the shorter time interval of

active stimulation; reservoir deflation began during this interval.) b) Reservoir volume in

each time segment. Vertical axis represents volume in km3. The volume was approximated

by estimating an envelope about the seismicity in the X, Y and Z directions as shown in Fig-

ures 14b-d, and calculating the mean volume for each time interval. c) Event density esti-

mate for each time interval. Vertical axis indicates estimated number of events per km3,

plotted on a logarithmic scale

Figure 15: Spatially varying hypocentral density as a function of time. Preliminary (top panels)

and revised (bottom panels) depicting seismic development of the Soultz reservoir during

each of the time intervals A-D, and E-G of Figure 14a. Color represents the number of
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neighbors within a 5 m radius. Intervals A-D correspond to the September stimulation, when

the open hole extended from 2800 to 3400 m depth and the bottom of the well was sanded.

Intervals E-G correspond to October injection following removal of the sand.
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Table 1: Station corrections (ms) for SEL and JHD Soultz microearthquake locations.

Station SEL P SEL S JHD P JHD S

4550 0.0 0.0 -5.49 -8.25

4601 -17.0 -19.0 -16.4 -18.9

4616 -5.5 -7.0 0.5 1.32

HYDR 3.0 N/A 1.73 N/A
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Table 2: Intra-cluster relative pick adjustments and standard deviations

Station
median P 
lag (ms)

P st.dev 
(ms)

median S 
lag

S st.dev 
(ms)

4550 0.34 0.03 0.76 0.05

4601 1.1 0.06 1.6 0.06

4616 0.38 0.03 0.8 0.06

HYDR 0.25 0.03 N/A N/A
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Table 3: Inter-cluster stack pick adjustments and standard deviations

Station
median P 
lag (ms)

P st.dev 
(ms)

median S 
lag (ms)

S st.dev 
(ms)

4550 0.77 1.2 1.5 2.4

4601 1.8 2.7 3.0 4.7

4616 0.85 1.3 2.0 2.8

HYDR 0.55 0.96 N/A N/A
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Table 4: Percentages of singlet/multiplet events in 72-hour time segments

Time segment a b c d e f g

% singlet preliminary 88 93 97 98 100 99 100

% multiplet preliminary 12 7 3 2 0 1 0

% singlet relocated 67 69 76 80 81 84 92

% multiplet relocated 33 31 24 20 19 16 8


